Standard setting for medical exams

'Standard' is defined as "any measure by which one judges a thing as authentic, good, or adequate, or the degree to which it is authentic, good, or adequate. Standard applies to any authoritative rule, ... or measure used to determine the ... value, quality, level, or degree of a thing" [1].

In examinations we are 'measuring' the candidates. 'Standard setting' is the process of deciding the pass mark or a cut-point for an examination. It usually involves a group of experts. The judgement of the experts in the group is used to set the standard.

Why standard setting?

Why is standard setting necessary? The reasons relate to the level of difficulty of the exam. If an unduly difficult exam is set, some students who might otherwise have passed will fail, when the pass mark is always fixed at 50%. If an unduly easy exam is set, some students will pass who might otherwise have failed. Standard setting allows for variations in difficulty of an exam to be taken into consideration in deciding the pass mark.

Standard setting ensures that the student who passes an exam has mastered the core knowledge and competencies that are assessed by that exam. The aim of standard setting is to separate the 'competent' candidates from the 'non-competent'.

Absolute and relative standard setting

There are two types of standard setting: absolute or criterion-referenced standard setting and relative or norm-referenced standard setting.

1. Absolute or criterion-referenced standard setting

A candidate passes the assessment who achieves the level of competence set by the experts. If all the candidates achieve the desired competence level, all will pass the exam, and, if no candidates achieve the set competence level, no one will pass.

This method of standard setting should be used when the examination outcome is related to accreditation or promotion of the candidate to a higher level of learning or training.

There are two methods of applying a criterion-referenced standard (Table 1).

(a) Conjunctive standards: To pass the whole exam, the candidate needs to achieve the standard for each test component; e.g. each Objective Structured Clinical Examination (OSCE) station.
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(b) Compensatory standards: The candidates can score below the set standard in one assessment component and compensate for this by scoring highly in another component and pass the overall assessment.

2. Relative or norm-referenced standard setting

Norm referencing involves grading and ranking the candidates. A fixed percentage of candidates (e.g. the top 60%), as determined by the experts, will pass the assessment, irrespective of the level of competence they have shown at the assessment. The implication is that when relative standards are applied some incompetent candidates may pass or some competent candidates may fail.

Norm referencing is helpful if the aim of the exam is to select the best candidates (e.g. selection to a medical faculty or a postgraduate course) and in awarding prizes or medals.

From an educational standpoint, however, norm-referenced standard setting methods have the following drawbacks [2].

(i) Standards are not content related; i.e. mastery of curriculum content may not be required.

(ii) A fixed percentage of candidates may pass/fail each year, although some of the failing candidates at a given assessment may be more competent than those who passed at a previous administration of the same/similar assessment.

(iii) Level of candidates’ ability may influence the standard; i.e. the candidate success is determined by the capability of the other candidates.

(iv) The standard is not known in advance, so the candidates may not be able to prepare adequately for the exam.

(v) Diagnostic feedback regarding the candidate competence/performance may be difficult to provide as the required standard in each item is not known.

It is not uncommon to have combinations of criterion and norm-referenced standard setting methods (i.e. compromise methods); e.g. Hofstee method [2–4]. Both criterion and norm-referenced standards may be employed together, when there is a need to rank candidates who have achieved the standard.

Different standard setting methods

A plethora of standard setting methods exist, indicating that there is not one universally applicable method. There are two categories of standard setting methods: one focuses on the test (i.e. test-centred methods); the other focuses on the candidates (i.e. examinee-centred methods).

(i) Test-centred methods

The examiners focus on the assessment items individually, to hypothetically decide how the candidates will fare at each assessment item.

Angoff method: Examiners determine the probability of a borderline candidate answering each item of the assessment correctly [5]. One system defines the borderline candidate as the ‘minimally competent’ (i.e. just-passing) candidate, whereas the other identifies the borderline candidate as one who is neither qualified nor unqualified to pass (i.e. on-the-fence candidate). For the purposes of this article we will consider the borderline candidate as the candidate who 'just passes' the exam.

Ebel method: Examiners first categorise all the test items into several categories [6]. For example, in the modified Ebel method, the categories are termed as: 'essential', 'important' and 'indicated' test items [7]. The proportion or percentage of test items in each category that a borderline candidate could answer correctly is then estimated. This estimated proportion is multiplied by the number of items in that category to arrive at the pass mark
### Table 1. A comparison between conjunctive and compensatory standards

<table>
<thead>
<tr>
<th>Conjunctive standards</th>
<th>Compensatory standards</th>
</tr>
</thead>
<tbody>
<tr>
<td>The candidate needs to achieve competence (i.e. pass) in all parts of the assessment.</td>
<td>The candidate needs only to pass the overall assessment; i.e. can compensate for a low mark in one part.</td>
</tr>
<tr>
<td>Should be adopted only if the individual test items (assessment parts) are high in reliability; conjunctive standards for unreliable test parts will result in unreasonable failures.</td>
<td>Can be adopted even if individual test parts are low in reliability; the assessment as a whole having high or moderate reliability is sufficient.</td>
</tr>
<tr>
<td>Can be used in an exam with several assessment parts, if the individual assessment parts are dissimilar to each other, assess unrelated curriculum content, or assess different competencies/constructs.</td>
<td>Can be adopted in an exam with several assessment parts, if the assessment components are similar to or positively correlate with each other; compensation will not result in loss of assessment information.</td>
</tr>
<tr>
<td>Provide clear diagnostic feedback to the candidate.</td>
<td>Diagnostic feedback to the candidate is less clear and less detailed.</td>
</tr>
<tr>
<td>May result in multiple failures.</td>
<td>Multiple failures are less likely.</td>
</tr>
<tr>
<td>Must consider ways of dealing with multiple failures (e.g. remediation and options for re-sitting the exam), before adopting conjunctive standards.</td>
<td>Re-sitting considerations are not a must. However, the consequences of compensating across test parts need to be considered.</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Percentage (%) correct</th>
<th>Percentage (%) failure rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

---

**Figure 1. Hofstee method of standard setting.**

for the category. The pass marks of all the categories are summed to obtain the pass mark for the whole assessment. This method considers the *quality or value* of individual test items (i.e. how important test items are), whereas the Angoff method considers only the item *difficulty*.

**Hofstee method:** Examiners estimate the lowest acceptable pass score, the highest acceptable pass score, the lowest acceptable failure rate and highest acceptable failure rate for an examination [8]. The examiner averages of these four estimates are then superimposed on a graph (Figure 1) containing actual candidate exam scores (with ‘% fail’ on y axis and ‘% score’ on x axis). The average examiner estimates create a rectangle (shown shaded in Figure 1), which the actual candidate exam score curve bisects. The pass mark is the point of intersection of the actual candidate score curve with the diagonal (AB) drawn from upper left to lower right corners of the rectangle (created by the examiner estimates).

**Nedelsky method (for MCQs):** First, the examiners identify and exclude the incorrect options that they think the minimally competent candidate will recognise; e.g. in a one-from-five Multiple Choice Question (MCQ), if the examiners think the minimally competent candidate will recognise two incorrect options, these are excluded. Next, the examiners count the number of options remaining; i.e. three in this example. Then, the pass mark for the MCQ is calculated as one over the number of options remaining. Therefore, one over three (33.3%) will be the pass mark for this single MCQ. Similar pass marks for all the other MCQs in the exam paper are totaled to determine the pass mark of the whole MCQ exam. This method is only suitable for selected response tests as it depends on the presence of distractors; i.e. incorrect options [9].

**Jaeger method:** A number of different, representative panels of stakeholders (not only a single panel of examiners) decide whether a just-passing candidate could
answer each test item correctly. In an iterative process the judgment of each panel is fed into the judgments of the other panels to arrive at the pass mark [10].

(ii) Examinee-centred methods

The examiners concentrate on the actual (not hypothetical) borderline candidate score for a given assessment, as below.

**Borderline group method:** For each test item, the candidate is scored on a global rating scale and on an itemized rating scale. The borderline candidates are identified by the global rating for each test item. The average of the itemised scores of all the borderline candidates is the pass score for that test item. If a compensatory standard is used, the summation of pass scores for all the test items provides the pass mark for the whole exam [11,12].

**Contrasting group method:** Examiners as a group select a random sample of candidates and categorize each candidate into ‘pass’ or ‘fail’ groups, based on their written exam answers for the whole examination. The test scores of the ‘pass’ and ‘fail’ groups are then plotted separately on the same graph, with ‘questions correct’ on x axis and ‘number of examinees’ on the y axis. A point on the graph is chosen as the pass mark, depending on the relationship between the two distributions (i.e. pass and fail), to suit different exam purposes; e.g. the point of least overlap (‘C’ in Figure 2), which provides the maximum discrimination between the two groups; to minimize false positives (the candidates who pass, but should have failed; ‘D’ in Figure 2) or false negatives (the candidates who fail, but should have passed; ‘E’ in Figure 2). In medicine it is not recommended to increase the false positives for reasons of patient safety.

**Examples from practice**

Two widely used methods of standard setting (one each from test-centred and examinee-centred standard setting methods) are described in detail below.

(a) Modified Angoff technique

Angoff [5] developed a technique to decide the pass mark for a multi-component (i.e. multi-item) assessment, such as a MCQ exam. This is the most frequently used method to set standards in the health professions’ assessments.

In the modified Angoff technique, the examiners are additionally supplied with the actual test scores of previous assessments, to facilitate determining the probability of borderline candidates answering a given question correctly.

Thus, the steps of this process (Table 2), when applied to a MCQ paper are:

1. The examiners hypothetically visualize and discuss the characteristics of a just-passing candidate until consensus is reached.
2. The examiners individually consider each MCQ, one at a time.
3. Each examiner estimates the probability of a just-passing candidate answering each MCQ correctly. The probability lies within the range of 0 to 1, where 0 = no probability for the just-passing candidate getting the right answer, and 1 = 100% chance of the just-passing candidate answering correctly.
4. The probabilities per examiner for all the MCQs are summed.
5. The total per examiner is divided by the number of questions; i.e. the mean probability per examiner.
6. The mean probabilities of all the examiners are summed.
7. The sum of mean probabilities is divided by the number of examiners.
8. Examiners are provided with actual, previous test results to reconsider if necessary, their earlier probability estimates.
9. Examiners may revise their initial probabilities, in the light of the information provided on previous assessment.
10. If one or more examiners change their initial probabilities, steps 4 to 7 are repeated to re-calculate the pass mark for the entire MCQ examination.

The modified Angoff process evaluates the difficulty of each test item and sets the pass mark accordingly. Hence, it is a criterion-based method of standard setting. It has stood the test of time, as it has been used widely for some time in the health professions' assessment. The difficulty of visualizing the hypothesis of just-passing candidate, a criticism attributed to the classical Angoff method [11], has been reduced in the modified Angoff procedure by introduction of the past assessment results.

Visualizing the hypothesis of just-passing candidate, however, still remains a problem even after providing the examiners with past exam scores of candidates. It is time consuming. The examiners have additional work in setting the standard, in contrast to the borderline group technique where there is no additional work for the examiners. Critics fear that the modified Angoff technique overlooks the overall candidate competence when deciding the pass mark [15,16], in contrast to the examinee-centred methods, which rely on the global ratings or the overall candidate achievement to calculate the pass mark [17].

(b) Borderline group technique

The steps of the borderline group technique, as applied to an OSCE, are explained below.

1. Each OSCE station has two assessment instruments to assess the candidate: a checklist or itemised rating scale(s) and a global rating scale. Global rating indicates the overall competence of a candidate at a given OSCE station.

2. A pre-determined reference point on the global rating scale indicates the borderline candidate competence.

3. At the end of the OSCE all the borderline candidates are identified using the global ratings.

4. The checklist scores, or all the itemised rating scores, of all the borderline candidates (as identified by step 3 above, using the global ratings) for that particular station are either added up or arranged in descending order.

5. The mean or the median checklist/itemised rating score of the borderline group of candidates forms the pass mark for each station [2,18].

6. If compensatory standards are applied, the pass marks of all the stations will be added to arrive at the pass mark for the entire OSCE.

7. One standard error of measurement is added to the pass mark to minimise the possibility of non-competent examinees passing, in examinations where patient safety is a consideration.

No additional examiner time or deliberation is needed to set the pass mark as the examiners identify the borderline candidates during the course of the exam through global ratings. A software package can be used to calculate the pass mark after the exam. Identification of the

---

Table 2: Application of the modified Angoff technique, using five examiners, to a 10-question MCQ paper

<table>
<thead>
<tr>
<th>MCQ number</th>
<th>MCQ 1</th>
<th>MCQ 2</th>
<th>MCQ 3</th>
<th>MCQ 4</th>
<th>MCQ 5</th>
<th>MCQ 6</th>
<th>MCQ 7</th>
<th>MCQ 8</th>
<th>MCQ 9</th>
<th>MCQ 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.20</td>
<td>0.15</td>
<td>0.18</td>
<td>0.25</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.24</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>0.51</td>
<td>0.58</td>
<td>0.48</td>
<td>0.63</td>
<td>0.68</td>
<td>0.52</td>
<td>0.97</td>
<td>0.80</td>
<td>0.59</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>0.48</td>
<td>0.45</td>
<td>0.48</td>
<td>0.45</td>
<td>0.48</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>0.24</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>0.18</td>
<td>0.39</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.07</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>
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'hypothetical' borderline candidate is not required as actual candidate scores are used to identify the borderline candidates. The overall ability of the candidate is taken into account when setting standards. However, this technique is not suitable for an assessment with a small number of candidates, and it cannot be used in assessments where an alternative score/reference point (e.g. global rating) is not available.

Conclusions

There are four principles that any standard setting method should follow [7]:

1. Standard setting calls for 'expert judgement'. Such judgement can be moderated by different standard setting approaches to arrive at the most reliable and fair pass mark for an assessment. In other words, "setting standard will always be arbitrary, but need not be capricious" [7].

2. Unless there is a specific reason (e.g. to award a prize or to select the best candidates for a course with limited places) absolute standard setting is preferred to relative standard setting.

3. Multiple, experienced examiners should be employed to set the standard.

4. Where feasible, examiners should be provided with actual examinee data (either past or present) as setting standards without actual data may result in unrealistic pass scores and unreasonable pass or failure rates.

The method followed, however, is not so important as long as the method is fit-for-purpose, is based on informed judgement, demonstrates due diligence, is supported by research, and is easily explained and implemented [19].
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